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Abstrat
Poker is an imperfet information game that requires deision-making under ondi-tions of unertainty, muh like many real-world appliations. Strong poker playershave to skillfully deal with multiple opponents, risk management, opponent modeling,deeption and unreliable information. These features make poker an interesting areafor Arti�ial Intelligene researh. This thesis desribes work done on improving theknowledge representation, betting strategy, and opponent modeling of Loki, a poker-playing program at the University of Alberta. First, a randomized betting strategythat returns a probability triple is introdued. A probability triple is a probabilistirepresentation of betting deisions that indiates the likelihood of eah betting ationourring in a given situation. Seond, real-time simulations are used to omputethe expeted values of betting deisions. These simulations use seletive sampling tomaximize the information obtained with eah simulation trial. Experimental resultsshow that eah of these enhanements represents a major advane in the strength ofLoki.
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Chapter 1Introdution
Games are one of the oldest areas of researh in the Arti�ial Intelligene (AI) om-munity. In fat, in 1950, at the dawn of the omputer revolution, Alan Turing andClaude Shannon pioneered the work in hess programs. None of them wrote a pro-gram whih atually ran on a omputer. Turing simulated his program by hand [28℄and Shannon desribed the underlying priniples of modern omputer game-playingprograms in one artile [23℄. Sine then, there has been a wealth of AI researh ingames.1.1 Why games?As in some other omputer appliations, games raise the question of whether omput-ers an make good deisions based on the evaluation of present and possible futuresituations. They also provide a suitable environment to support experimentationin di�erent areas of omputer siene suh as algorithms, data strutures, mahinelearning, knowledge engineering, tree searh, and reasoning.If omputers annot solve deision-making problems in \simple" domains likegames, then how an we be sure that they an make good deisions in other omplexdomains where rules are ill-de�ned, or there are high levels of unertainty? Fourharateristis make games suitable for omputer representation:1. the state of the world is easy to represent,2. there is a fairly small number of well-de�ned rules and a learly spei�ed goal,1



3. the relative suess obtained by playing a game an be measured with quanti�-able results, and4. the basi infrastruture for a game-playing program is easy to build.Games are an abstration of worlds in whih hostile agents at to diminish eahother's well-being. Thus, they an be used to design and analyze situations withmultiple interating agents having ompeting goals. Sine real life ontains manysituations of this kind, a method to solve a game may be applied to problems in otherareas. For example, in Theory of Games and Eonomi Behavior, Von Neumann andMorgenstern state that a study of \games of strategy" is required in order to developa theory for the foundations of eonomis and for the main mehanisms of soialorganization, beause games are analogous to a variety of behaviors and situationsthat our in these two areas [29℄. In fat, games are already used to model ertaineonomi problems.In addition, the development of a program to play a strategi game often involvesthe appliation of theoretial onepts to pratial situations. Programs that imple-ment di�erent theories an be played against eah other to provide a omparison ofthe e�etiveness of these theories in a pratial domain. Therefore, games an beused as an experimental environment to obtain supporting or refuting evidene fornew ideas, and to stimulate disussion on di�erent approahes to solve a partiularproblem.1.2 Why poker?So far, the primary fous of games researhers has been plaed on algorithms to solvegames with perfet information. As a result, high-performane systems have beendeveloped for games suh as hess, Othello, and hekers. In many of these games,high performane an be ahieved by brute-fore searh. Reently, attention has beengiven to games with imperfet information, suh as bridge and poker, where searhingseems not to be the key to suess. Sine these games o�er di�erent algorithmi andoneptual hallenges, the suessful development of a program apable of playingthem well may provide solutions to open problems in omputer siene.2



Poker has several features that make it attrative for AI researh. These inludeimperfet information, multiple ompeting agents, risk management, opponent mod-eling, deeption, and dealing with unreliable information. These harateristis arealso present in many real-world appliations that require rational behavior.1. Imperfet information implies that a hoie must be made from a set ofations without omplete knowledge. The relative desirability of eah ationdepends on the state of the world, but the agent does not know exatly whihstate prevails. In poker, a player does not know the opponents' ards. Withoutknowing the omplete state of the world, how an the player �nd whih ationsare, \optimal", in some sense?2. Having multiple ompeting agents exponentially inreases the omplexityof the omputations required to play poker by enlarging the game tree.3. Risk management requires making a deision to gain a pro�t while onsid-ering how muh one an a�ord to lose. Making a good deision based on theevidene available and \ost-bene�t" onsiderations is a skill required in manyreal-world ativities. For instane, investing in the stok market has the sameadrenaline-releasing harateristi. Every time a player makes a betting dei-sion in a poker game, there is the risk of losing money. However, there is alwaysa hane to win. In the long run, a player's objetive is to end up with a positivebalane.4. Opponent modeling involves identifying patterns in the opponents' play andexploiting any weaknesses in their strategy. For example, opponent modeling isextensively applied in politial ampaigns. In poker, it an be done by observingthe opponents' betting habits, and determining likely probability distributionsfor their ards. If a player an predit the opponents' ations, then this playerwill be apable of making muh better deisions.5. Deeption and the ability to deal with unreliable information are traitsof a strong poker player. In fat, these ativities are also neessary in real-worldsituations. For example, assume one wants to aquire a used ar. How muh3



shall one believe from all the wonders the salesman says about the ar? Howan one get a redution on the prie of the ar? Good poker players have to beunpreditable by bluÆng and varying their playing style, and must also be ableto deal with their opponents' deeptive plays. For example, if a player is knownto raise only with a strong hand (a preditable player), the opponents are likelyto fold in suh ases. Therefore, this player is missing opportunities to earnmore money on the best hands. By oasionally raising on a weak hand, thisplayer will either pro�t from a suessful blu�, or will implant doubt that willresult in greater pro�ts for strong hands. Hene, it is neessary to mislead theopponents by letting them know that an oasional raise or high bet is possiblewith a weak hand.1.3 Thesis ontributionsLoki is a poker-playing program developed at the University of Alberta starting in1997. The name refers to the Norse god of mishief and disord. At the beginning ofthe work presented in this thesis, Loki (heneforth referred to as Loki-1) was alreadya intermediate level poker player (see [4℄, [5℄, [19℄). It had the infrastruture toinorporate advaned features for the next step towards the goal of reating a high-performane poker program apable of defeating the best human players. However, itsrigid, deterministi, hand-tuned betting strategy was beoming a limiting fator forits future development. This thesis presents the work done to improve the knowledgerepresentation and the betting strategy of Loki-1.The �rst improvement is a probabilisti representation of poker betting deisions.A betting strategy attempts to determine whih betting ation is most pro�table ina given situation, based on the evaluation funtion of the program. Loki-1's evalua-tion funtion was a deterministi strategy sine it always returned a single value: the\best" betting ation. A deterministi strategy is vulnerable to being preditable,whih gives a skilled opponent the opportunity to �nd a ounter-strategy that takesadvantage of this fat. The new version of Loki (heneforth referred to as Loki-2) re-turns three probabilities, one for eah betting ation (fold, all/hek, and raise/bet).Loki-2 an then randomly selet the betting deision based on this probability dis-4



tribution. This new evaluation funtion is a mixed (randomized) strategy that addsunpreditability to Loki-2's play without sari�ing muh in immediate expetation.This routine also merges all the expert knowledge omponents used in Loki-1, sinethe probability triple representation an be used throughout the program.The seond improvement is the use of simulation (searh) to ompute the expetedvalue of betting alternatives. The Loki-2's betting strategy uses a simulation-basedapproah: seletive sampling simulation. This approah onsists of simulating theoutome of a hand many times. In every simulation trial, a likely instane of thehidden information (opponents' hands) is generated, and the hand is played out onefor eah betting alternative as the �rst ation of Loki-2 in the trial. The results of allthe trials are averaged and the betting ation with the highest expetation is returned.To selet the most likely (seletive sampling) opponents' hands and ations from thesample spae during a simulation, Loki-2 uses all the information available about thegame and the opponents. The simulation re�nes the quality of the evaluation funtionand the seletive sampling inreases the information gained with eah trial.Experimental results will be presented to demonstrate that both enhanementsrepresent a notable improvement in Loki's playing ability. In all the self-simulationexperiments performed, Loki-2 outperformed Loki-1. Loki-2 has also onsistentlyinreased its bankroll playing against human opponents on an Internet poker server;at a rate that appears to be signi�antly higher than Loki-1's.This thesis is organized as follows. Chapter 2 introdues poker terminology, de-sribes the game of Texas Hold'em (the poker variation played by Loki) and disussesother work done in omputer poker. Chapter 3 desribes Loki-1 in detail. Chapter 4disusses the probabilisti representation of betting ations (probability triples) usedto improve Loki-2's betting strategy and opponent modeling. It also disusses thenew design of the program. Chapter 5 disusses the seletive sampling simulations inLoki-2. Chapter 6 is an overview of related work in seletive sampling simulations.Conlusions and future work are presented in Chapter 7.
5



Chapter 2Poker
Poker is a multi-player non-deterministi zero-sum game with imperfet information.In game theory, a game is onsidered stritly ompetitive if the players do not o-operate. A stritly ompetitive game is a zero-sum game if the sum of the utility(outome) obtained for eah of the players is zero, independent of the strategy fol-lowed by eah player. In poker, the pro�t of one player is the loss of other players.The long-term goal of all the players is to leave the table with more money than theyhad at the beginning.A poker session is played in a sequential series of games1 with a standard dek of52 ards. Eah ard is identi�ed by its suit and rank. There are four suits: | Clubs,} Diamonds, ~ Hearts and � Spades. The thirteen ard ranks are (in inreasingorder of importane): Deue (2), Three (3), Four (4), Five (5), Six (6), Seven (7),Eight (8), Nine (9), Ten (T), Jak (J), Queen (Q), King (K) and Ae (A). In thisthesis ards are represented by two haraters, one for the rank and one for the suit,e.g. A} (Ae of Diamonds) and Q~ (Queen of Hearts). A set of ards is representedby the ards separated by dashes, e.g. K�-Q�. A set of ards held by a player analso be alled a hand.2.1 A poker gameA poker game is omposed of several rounds. A round onsists of a number of ardsbeing randomly dealt followed by betting. Every ative player is given the hane toat at least one in a round. Every time it is a player's turn to at, there are three1Also alled deals or hands. 6



alternative ations:� fold { beome inative for the game, losing all investment done in the urrentgame,� all { math the urrent per player ontribution, or� raise { inrease the amount to all.If there has not been any previous bet in the round, a all is referred to as a hek,and a raise is said to be a bet. A round ends when eah player has either folded orontributed the same amount of money as all the other ative players. A poker gamehas two termination onditions:1. all the players have folded exept one, who wins all the money wagered (thepot), or2. all the betting rounds have been ompleted.In the latter ase, the game proeeds to a showdown where all the ative playersreveal their ards and the winner is determined. The winner is the player holding thehighest poker hand (see Table 2.1 for hand ranking). In the ase of a tie, the pot issplit evenly.The word poker refers to a olletion of ard games that share ommon featuressuh as betting rounds and ranking of hands. The ard games lassi�ed as poker aredivided into op games (some ards of eah player are shared), stud games, and drawgames (no ards are exposed, some are disarded and replaed with ards from thedek). Loki plays the limit version of Texas Hold'em. Texas Hold'em is a op gamewhih is played as the main event of the annual World Series of Poker to determinethe world hampion. In the limit version of this game there is a �xed bet size for eahround. Texas Hold'em was hosen as the variant of poker played by Loki, beauseit is the most strategially omplex poker form that is widely played, and has thesmallest ratio of luk to skill [2℄.
7



Sample hand Name and desriptionT|-9|-8|-7|-6| Straight Flush (inludes Royal Flush)5 ards of the same suit in sequeneQ�-Q|-Q~-Q}-2� Four of a Kind4 ards of the same rankJ�-J|-J~-5}-5� Full House3 ards of idential rank and 2 ards of another rankA�-9�-7�-6�-2� Flush5 ards of the same suitA}-K|-Q~-J}-T� Straight5 ards of di�erent suit in sequeneA�-A|-A~-8}-4� Three of a Kind3 ards of the same rankK�-K|-T~-T}-9~ Two Pair2 ards of one rank and 2 ards of another rankQ~-Q|-T�-8}-3| Pair2 ards of the same rankT�-8|-5~-3}-2} High Card5 ards of di�erent suit and rankTable 2.1: 5-ard hands ranked from strongest to weakest2.2 Texas Hold'emA game of Texas Hold'em has four betting rounds alled the preop, op, turn andriver. In the preop every player reeives two ards fae-down (known only to theplayer) alled hole or poket ards, and a betting round ensues. During the op threeommunity or board ards are dealt fae-up (known by all the players) and the seondbetting round follows. At the turn a fourth fae-up ommunity ard is dealt, followedby a betting round. Finally, at the river, a �fth fae-up ommunity ard is dealt andthe last betting round ours, followed by a showdown. In the showdown, the pot isawarded to the best �ve-ard hand that an ative player an make ombining the holeards and the �ve ommunity ards. There is normally a maximum of three raisesallowed per betting round. In Texas Hold'em, the number of players an vary from 2to 23; but it is usually played with 8 to 10 players. Figure 2.1 shows a hand of TexasHold'em (on the turn) from Loki's point of view against two opponents. The ardsdenoted by a single question mark represent the imperfet information of the game.The ard denoted by two question marks represents the non-deterministi outome8



? ? ? ?Opponent-1's hole ards Opponent-2's hole ards7 } A | 3 ~ 9 | ??Flop Turn RiverK � A }Loki's hole ardsFigure 2.1: A Texas Hold'em handin the game (the ard to ome).The players are in a �xed seating order at the table. The dealer-button rotateslokwise around the table to indiate the (theoretial) dealer of eah hand. Theplayer to the immediate left of the button (the small blind) is �rst to reeive a ard.Figure 2.2 shows a table with the button's and blinds' positions indiated. Betting onthe preop starts with the player on the left of the big blind. On subsequent rounds,the �rst ative player left of the button ats �rst (the small blind if not folded).
Small blind

Big blind

Button / Dealer

87

6

5

4 3
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1

Figure 2.2: Seat position and betting orderThe betting struture of 2-4 Limit Texas Hold'em starts with two fored bets(blinds) on the preop: a small blind of one unit and a big blind of two units. Blindsare a \fored-bet" alternative to the more familiar ante in other games, where eah9



player is required to put a �xed amount into the pot before the game begins. In a2-4 Texas Hold'em game, all bets and raises are a �xed size of two units during thepreop and op. This doubles to four units for all bets and raises on the turn andriver. Other amounts an also be used. For example, in a $10-$20 game, the unit sizeis $5.00. The small blind posts a $5 blind, the big one blinds $10. The size of thebet during the �rst two rounds (preop and op) is $10.00 and during the last tworounds (turn and river) is $20.00.2.3 Other work in omputer pokerSine the founding of game theory by John Von Neumann, poker has been the subjetof mathematial and eonomis analyses. However, these studies have used oversim-pli�ed versions of poker, making most of the work done in these areas not appliableto the development of strong poker-playing programs. In omputer siene, poker hasbeen used as a testbed in di�erent areas suh as ognitive siene, mahine learning,searh and Bayesian networks.2.3.1 Findler's workOne of the �rst studies of omputer poker was done by Niolas Findler [9℄ [10℄. Thevariation of poker used in his researh was a simpli�ed version of �ve-ard draw poker.During the years Findler's projet was arried out, various poker-playing programswere reated, eah di�erent in its struture and approah to deision-making.Most of the omputer players developed in Findler's researh were based on simu-lating human ognitive proesses involved in deision-making under unertainty andrisk. His approahes were based on psyhologial preepts of human thought ratherthan mathematially-oriented analysis. He onsidered that:\In order to program a omputer to play poker well it is neessary to un-derstand the ognitive proesses employed when human beings play poker.(The mathematial theory of games an only treat simpli�ed versions ofthe game)." [10℄Findler's goal was not to reate a world-lass poker-playing program and, indeed,none of his programs appears to have been a strong player.10



2.3.2 Mahine learningWaterman [30℄ and Smith [25℄ used poker as a testbed for automati learning teh-niques. Both of them worked on the problem of aquiring problem-solving heurististhrough experiene.Waterman worked in two areas: 1) the representation of heuristis as produtionrules to failitate their dynami manipulation, and 2) the automati modi�ationand reation of these heuristis by a learning program on the basis of informationobtained during training. During his researh, �ve omputer players were reated,di�ering in the number and soure of the heuristis initially provided to the program.The performane of his best program was evaluated to be the same degree of skillas a \nonprofesional but experiened human player". His programs played a two-player standard version of �ve-ard draw poker. He stated that by hoosing poker,the representation and generalization tehniques he developed were shown to be ane�etive approah to implementing deision making and learning in an imperfetinformation environment.Smith proposed an alternative method for dynamially learning heuristis by usingadaptive searh (geneti algorithms). Poker was used as a testbed for this tehniqueto provide a basis for omparison with Waterman's work.2.3.3 Koller and Pfe�er's workReently, Koller and Pfe�er [15℄ [16℄ have developed Gala, a system for automatinggame-theoreti analysis for two-player ompetitive games with imperfet information.The system takes a desription of a game, analyzes it, and outputs strategies for thedi�erent players whih are game-theoretially optimal for the situation desribed. Theimplementation is omposed of two main interating piees: a speial-purpose gamespei�ation language, and an automati game-theoreti analyzer for games in exten-sive form. The extensive form represents the games as a tree with the informationsets (players' knowledge states) indiated.For games with imperfet information, the system �nds an optimal randomizedstrategy. The system an now solve simpli�ed versions of two-player poker (e.g. 3-ard dek, 1 ard dealt to eah player, 3 rounds; or 11-ard dek, 5 ards eah player,11



3 rounds). However, the authors state that:\While we an now solve games with tens of thousands of nodes, we arenowhere lose to being able to solve huge games suh as full-sale poker,and it is unlikely that we will ever be able to do so. A game tree for �ve-ard draw poker, for example, where players are allowed to exhange ards,has over 1025 di�erent nodes. The situation (for zero-sum games) is nowquite similar to that of perfet-information games: We have algorithmsthat are fairly eÆient in the size of the game tree; unfortunately, thegame tree is often extremely large." [16℄Optimal versus maximal playerKoller and Pfe�er's goal is to reate an optimal poker player. By de�nition, theoptimal player does the best that an be done against a rational (perfet) opponent,and it does not do worse even if its strategy is revealed to its opponent. However, theoptimal strategy does not take advantages of mistakes when they beome apparent,and human players invariably make mistakes. A maximal player will deviate from theoptimal strategy to exploit the observed weak points in the opponent's play. In theory,the maximal player must take the risk of being sub-optimal to exploit a sub-optimalopponent. In pratie, the risk is small and well rewarded.In ontrast to Koller and Pfe�er's aim, Loki is not an optimal player. Our goalis to reate a maximal player, whih uses opponent modeling to exploit patternsin its opponents' play, with the intention of winning the most money it an in everysituation. Furthermore, sine it does not seem feasible to determine an optimal playerfor real multi-player poker, a program to play real-world poker in the near future mostlikely will not be a game-theoreti optimal player.Nevertheless, Koller and Pfe�er have suggested that an alternative approah todeal with less-than-perfet players is to learn the type of mistake that a player isprone to make. This approah an be used when there is a long-term interationwith the same player. The authors point out that the ability of the Gala language toapture regularities in the game may be partiularly useful in this ontext, sine thehigh-level desription of a game state an provide features for the learning algorithm.12



One an see this learning algorithm as a potential opponent modeling omponent fora program based on the Gala system.2.3.4 Bayesian pokerKevin B. Korb, Ann E. Niholson and Nathalie Jitnah [17℄ at Monash Universityare working in the Bayesian Poker Program (BPP). BPP plays two-player �ve-ardstud poker using a Bayesian network struture to represent the relationships betweenurrent hand type, �nal hand type (after the �ve ards have been dealt) and thebehaviour of the opponent. Given evidene for BPP's urrent hand type and theobserved ards and ations of the opponent, BPP obtains its posterior probabilityof winning the game. BPP uses this estimated probability of winning the game torandomly selet its ation based on probabilisti urves for eah betting ation.BPP performs opponent modeling. It uses the relative frequenies of the oppo-nent's betting ations to update the onditional probabilities per round of passing oralling versus betting or raising given the opponent's urrent hand type.BPP is work in progress as pointed out by Korb et al. The authors state thatpoker appears to be an ideal domain for investigating the appliation of Bayesiannetworks, and report positive results of BPP playing against a simple probabilistiprogram, a rule-based program and non-expert amateur human players.2.4 SummaryAlthough poker has been used as a testbed in di�erent areas of omputer siene,mathematis and eonomis, full-sale poker has been largely overlooked as a topiof AI researh. However, omputer poker researh, besides being interesting andhallenging, has the potential to provide results with real-world impliations.
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Chapter 3Loki-1
This hapter desribes the arhiteture, betting strategy, and opponent modelingof the previous version of Loki (Loki-1), as it was at the beginning of the workdone in this thesis (1998). Also, the limitations deteted in Loki-1 and the hangesimplemented to overome these limitations are outlined. This hapter provides asummary of the material neessary to plae the researh desribed in this thesis inontext. See [4℄, [5℄ and [19℄ for more details on Loki-1.3.1 ArhitetureFigure 3.1 shows Loki-1's arhiteture and the interations between the main systemomponents. In the diagram, retangles are major omponents, rounded retanglesare major data strutures, and ovals are ations. The data follows the arrows betweenomponents. An annotated arrow indiates how many times data moves between theomponents for eah of Loki-1's betting deisions (on the op, in this ase).To make a betting deision, the Bettor alls the Hand Evaluator to obtain anassessment of the strength of Loki-1's hole ards. The Bettor uses the hand evaluation,the publi information about the state of the game, and expert-de�ned betting rulesto generate an ation (fold, hek/all or bet/raise). The probability distributionof the opponents' hands after the op is not uniform. For example, hole ards ofAe-Ae are more likely held by the opponents than hole ards of 7-2, sine mostplayers will fold 7-2 in the preop. The Opponent Modeler maintains an array foreah opponent with the probabilities (weights) of eah possible hand being held byeah opponent. The Hand Evaluator uses these weights to estimate the strength of14
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Figure 3.1: Loki-1's arhiteturea hand. Thus, the assessment of the strength of a hand is sensitive to the ations ofthe opponents. Loki-1's hand evaluation dereases if the opponents have shown signsof strength (by raising) during the game, and inreases if all the opponents have onlyheked or alled.The Opponent Modeler modi�es an opponent's weight table after it observes anation of this opponent taking into aount the entire game ontext (ommunityards). Updating the probabilities for all hands is a proess alled reweighting. Aftereah opponent ation, the Opponent Modeler alls the Hand Evaluator one for eahpossible hand and modi�es the weight for that ase to be onsistent with the newinformation.3.2 Betting strategy3.2.1 Preop expert systemWhen it is Loki's (either Loki-1 or Loki-2) �rst hane to at in the preop, Lokiuses a rule-based expert system to selet one of four de�ned preop strategies (or six15



if Loki is the small blind). These strategies determine the number of bets Loki willall and under whih onditions it will bet/raise. The seletion of the preop bettingstrategy is based on the average return on investment (inome rate) of Loki's holeards, and thresholds de�ned by linear formulas using expert values. The inomerate of all the two-ard hands was determined with o�-line simulations. The linearformulas take into aount the expeted number of players (players who will play thehand), Loki's position on the table, and the tightness of Loki. The tightness is aparameter that spei�es the perentage of hands that Loki will play. There are threesettings for this parameter: tight, moderate and loose. The most aggressive strategywhose threshold is less than or equal to the inome rate of Loki's hand is seleted.For example, assume that Loki's is in the dealer's position (last player to at)and its hole ards are A~-8~. There are four players still ative in the game andLoki's tightness has been de�ned as moderate. The inome rate value of Loki's handobtained by a table lookup is 338. By using the linear formulas, we alulate thatthe thresholds for the four strategies from the most aggressive to the most passiveone are [M4 = 580;M2 = 200;M1 = 50;M0 = �1℄. Thus, Loki's preop strategyin this ase is M2, sine 200 � 338 < 580. With the M2 preop strategy, Loki willraise if there have been less than two bet/raises in the round, otherwise it will all.3.2.2 PostopLoki-1's postop betting strategy onsists of expert-de�ned rules that uses the handevaluation and the publi information about the state of the game to deide on abetting ation.Hand EvaluationTo assess the quality of a hand after the op, the Hand Evaluator ombines togetherthe strength and the potential of the hand in a value alled e�etive hand strength(EHS). The EHS is an estimate whih gives the probability that the given hand isurrently the strongest one, or that it will beome the strongest one by the showdownwith the next ommunity ards (potential).EHS = hand strength+ (1� hand strength)� hand potential16



To alulate a hand's strength (HS) against a single opponent, the Hand Evaluatorenumerates all the possible opponent hands and sums the weights of the hands thatwould win, lose or tie the given hand. Reall that the weight of a hand is theprobability that an opponent would still be ative with that partiular hand.HS = ahead + tied=2ahead + tied+ behind = total number of handsFor instane, assume that Loki's hole ards are A~-8~ (the same as in the abovepreop example), the ommunity ards on the op are 9~-8|-2|, and all weights areequal to 1 (uniform distribution). From the �472 �= 1081 possible opponent's two-ardhands on the op: 903 hands lose against Loki's hand, six hands tie and 172 handsdefeat Loki's1. Therefore, Loki's HS isHS = 903 + 6=2903 + 6 + 172 = 1081 = 0:84To extrapolate the hand strength value to multiple opponents, the Hand Evaluatorraises it to the power of the number of opponents still ative in the game (HSn). Forthe above example, if there are four players ative in the game (inluding Loki), theHand Evaluator alulates HSn = (0:84)3 = 0:59.The potential of a hand an be either positive or negative. Positive potential(PPOT) is the probability of a hand beoming the strongest one when it is behind.Negative potential (NPOT) is the probability of a hand falling behind when it isahead. Both potentials are alulated by enumerating all possible opponents' handsand ommunity ards to ome in the next rounds. Potential alulations on the opan be done by looking ahead either one round (onsidering the 45 possible ards onthe turn) or two rounds (onsidering the �452 �= 990 possible two-ard ombinationson the river). PPOT is alulated by adding the weights of the ases where Loki'shand improves.PPOT = be behind end ahead + be behind end tied=2 + be tied end ahead=2total be behind + total be tied=2NPOT is given by:NPOT = be ahead end behind + be ahead end tied=2 + be tied end behind=2total be ahead+ total be tied=21144 hands with one or two 9s and 28 hands with a pair of either A, K, Q, J, T, 8 or 2.17



Flop's situation River's situation Number of asesAhead 722,463Ahead Behind 170,249Tied 1,258Ahead 37,659Behind Behind 132,570Tied 51Ahead 270Tied Behind 90Tied 5,580Table 3.1: Number of ases where Loki's hand situation hanges after two ommunityards are dealtConsider the same above example. Table 3.1 shows the number of ases where Loki'shand situation at the op hanges (or remains the same) by the time the other twoommunity ards are dealt. Assuming uniform weights, this table shows the sum ofthe weights of all the ases. Total be ahead is equal to the number of ases whereLoki's hand on the op is the strongest one multiplied by the number of possiblenext two-ard ombinations (903 � 990 = 893; 970). Total be tied is 5,940 (6 � 990)and Total be behind is 170,280 (172 � 990). The total number of ases enumeratedin the potential alulations is 1081 � 990 = 1; 070; 190. Thus, PPOT for Loki's hand(A~-8~) is PPOT = 37; 659 + 51=2 + 270=2170; 280 + 5; 940=2 = 0:22and NPOT is : NPOT = 170; 249 + 1; 258=2 + 90=2893; 970 + 5; 940=2 = 0:19StrategyThe basi postop strategy is based on the EHS. Two thresholds determine the post-op betting ations: a postop-raise threshold and a postop-all threshold. If Loki-1's EHS is greater than or equal to the postop-raise threshold then it will raisewhen less than two bets have been made this round and all otherwise. When itsEHS is greater than or equal to the postop-all threshold (but not greater than thepostop-raise threshold), Loki-1 will bet if nobody else has done so and all otherwise,exept when it is two or more bets to all and Loki-1 has not already alled a bet18



this round. In the ases where Loki-1's EHS is less than the postop-all threshold orits deision is to fold, the options of semi-bluÆng, alling with pot odds, and allingwith showdown odds are also onsidered.� Semi-bluÆng onsists of betting if nobody has done so in the urrent round,and Loki-1's hand has a high enough PPOT to all both a bet and a raise.In the subsequent rounds, Loki-1 will ontinue to bet (even without suÆientPPOT) if no other player bets. With semi-bluÆng Loki-1 pretends to have astrong hand while there is a reasonable hane of winning the pot immediately(to sare the opponents out from the game).� Pot odds is the ratio of the amount of money in the pot to the amount requiredto all the urrent bet. By using pot odds, Loki-1 will stay in the hand ifits winning hanes (PPOT before the river and HS on the river) surpass theexpeted return from the pot. For example, assume the pot is $20 and theamount to all is $4. The pot odds are 424 = 0:16 and Loki-1's winning hanesare 0.25 (25%). In this situation, three times out of four that Loki-1 alls, itshand will lose at a ost of $4 eah. However, it wins $20 one time out of fourresulting in an average pro�t of $2 per hand. A all is better than a fold whenLoki-1's winning hanes are greater than or equal to the pot odds.� Showdown odds is the ratio of the amount of money expeted to be in the pot bythe showdown, to the amount it will ost Loki-1 to stay in the hand to atuallysee the showdown. Loki-1 alls when its EHS is greater than showdown odds.This strategy was introdued to disourage frequent bluÆng by the opponent.Also, Loki-1's betting strategy ontains the knowledge of some advaned strategiessuh as hek-raising. This knowledge was introdued in Loki-1 as deeptive strategiesto add unpreditability to its play.3.3 Opponent modelingAlthough opponent modeling has been studied in perfet information games (forexample [7℄), the performane loss by ignoring it and assuming a perfet opponent19



is small, and hene it is usually ignored. In ontrast, opponent modeling in pokeran be the distinguishing feature between players at di�erent skill levels. If a set ofplayers all have a omparable knowledge of poker fundamentals, the ability to alterdeisions based on an aurate model of the opponent may have a greater impat onsuess than any other strategi priniple.Deiding how to gather information about the opponents and how to use it to im-prove the quality of betting deisions is a omplex and interesting problem. Loki-1'sOpponent Modeler was a �rst attempt at making appropriate inferenes from ob-serving the opponents' ations and then applying them by hanging betting deisionsto exploit any identi�ed pattern or weakness in the opponents' play. The OpponentModeler uses the betting history of the opponents to determine a likely probabil-ity distribution for their hole ards whih is used by the Hand Evaluator. Opponentmodeling was experimentally shown to signi�antly improve Loki-1's performane [4℄.3.3.1 RepresentationThe Opponent Modeler assigns an array of weights (weight table) to eah opponentindexed by the two-ard starting hands. Sine Loki knows its two hole ards and thethree op ards, there are �472 � = 1081 used entries in the weight table after the op.The probabilities for eah of the 1,081 subases are alled weights, sine they at asmultipliers in the enumeration omputations. Eah time an opponent makes a bettingation, the weights for that opponent are modi�ed to aount for the ation and theommunity ards revealed. A weight for a hand reets the relative probability thata spei� opponent has that partiular hand.3.3.2 Reweighting proessWhen an opponent ation is observed, the Opponent Modeler obtains the thresholdhand value needed for the observed ation and bases the weight adjustment on thatvalue. The Opponent Modeler maintains statistis for eah opponent between games.These statistis are used to alulate the frequeny of folding, alling and raising ofeah opponent per round and number of bets to all. From these frequenies, theOpponent Modeler dedues the average (�) and variane (�) of the threshold neededfor the observed ation. The threshold an be obtained either from default ation20



frequenies (generi opponent modeling) or from the opponent's observed ation fre-quenies (spei� opponent modeling).During the reweighting proess, the reweight fators (rwt) are assigned based onthe distane between the hand value (inome rate for the preop and EHS for thepostop rounds) and �. Sine the inome rates used in the preop are not a perentilehand valuing system like EHS, the � obtained needs to be onverted from a perentilevalue to a value on the inome rate sale. To ahieve this, � is used to index intoa sorted array (sample the nearest point) of the �522 � = 1326 (all two-ard hands)inome rate values.rwt = 8>>>><>>>>: 0:01 if hand value < �� �;0:5 if hand value = �;1 if hand value > �+ �;hand value��+�2�� otherwise.For example, based on observed frequenies, the Opponent Modeler dedues thatan opponent needs a median EHS (�) of 0.6 to all a bet on the op, with a lowerbound of 0.4 and an upper bound of 0.8 (� = 0:2). In this ase, all hands with anEHS greater than 0.8 are given reweighting fators of 1.0. Any hand with a valueless than 0.4 is assigned a reweighting fator of 0.01, and a linear interpolation isperformed for values between 0.4 and 0.8.To avoid eliminating legal subases ompletely, no weight is allowed to go below0.01. In Loki-1, the Opponent Modeler only performs one reweighting per model perround. A opy of the weight table is stored at the beginning of eah round and usedin the reweighting proess eah time a new ation is witnessed that requires a higherthreshold. For example, assume an opponent alls a bet, and the reweight proessuses � = 0:5 to adjust the weight table. If, later in the betting round, that opponentraises, the reweighting will be done with the higher value of � over the stored opyof the weight table.3.4 Modi�ations to Loki-1Loki-1's design has several limitations. First, expert knowledge appears in variousplaes in the program (Bettor, Opponent Modeler), making Loki-1 diÆult to main-tain and improve. Seond, the Bettor is deterministi (it always returns the same21



single ation: fold, all, or raise, given idential input). This makes Loki-1's bettingations preditable. Finally, the Opponent Modeler does not distinguish between thedi�erent ations that an opponent might take (a all and a raise are treated the same)and does not perform \negative reweighting". The lak of negative reweighting givesa pessimisti vision to the Hand Evaluator, sine the weights of the top hands arenever dereased when a less aggressive opponent's ation is observed. These issuesled to a redesign of how knowledge is used in Loki-2.The new version of Loki, alled Loki-2, makes two fundamental hanges to Loki-1'sarhiteture. First, it introdues a data objet alled a probability triple that is usedthroughout the program. Chapter 4 explains probability triples in detail. For nowonsider a probability triple as three values de�ning the probability distribution ofthe betting ations (fold, all, raise) in a given ontext. In fat, Loki-2's arhiteturerevolves around generating and using probability triples. Seond, simulation withseletive sampling is used to re�ne the betting strategy (see Chapter 5).
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Figure 3.2: Loki-2's arhitetureFigure 3.2 shows Loki-2's arhiteture. The Triple Generator ontains the pokerknowledge, and is analogous to an evaluation funtion in two-player games. The TripleGenerator uses the hand value provided by the Hand Evaluator, the urrent game22



state, and expert-de�ned betting rules to ompute a probability triple. Probabilitytriples are used in three plaes in Loki-2. The Ation Seletor uses a single probabilitytriple to deide what ation to take (fold, all, raise). The Simulator uses probabilitytriples to hoose ations for simulated opponent hands. The Opponent Modeler usesan array of probability triples (PT) to update the weight table of eah opponent.Loki-2 an be used with or without seletive sampling simulation, as shown in thediagram. With simulation, the Simulator omponent replaes the simpler AtionSeletor.3.5 SummaryLoki-1 was a intermediate level poker player as shown by the experimental resultsin [19℄. Also, Loki-1 demonstrated the bene�ts of using opponent modeling. However,weaknesses in its betting strategy were hampering the overall performane of theprogram and the Opponent Modeler required improvement. These issues led to aredesign of Loki's arhiteture to failitate the addition of new omponents to theprogram: probability triples and seletive sampling simulations.

23



Chapter 4Probability triples
To make a betting deision Loki-1 uses an evaluation funtion to determine whih ofthe three ations (fold, hek/all, or bet/raise) is more likely to be pro�table. Infat, the \best" ation an be onsidered as the ation with the highest expeted valueover all the possible senarios. However, Loki-1 provides too muh information to theopponents if it always takes the best ation. Loki-1 is preditable and the opponentsexploit that preditability. We use probability triples, a set of three probabilitiesrepresenting the three types of ations, to provide a randomized betting strategy forLoki-2 and to represent the probabilisti nature of poker. This representation isolatesthe expert knowledge in a single funtion (probability triple generation routine) andallows a omputer oriented (i.e. easy to maintain and modify) design of the evaluationfuntion.A probability triple (PT) is an ordered list of three values, PT = (f; ; r) suh thatf + + r = 1:0. Eah value represents the likelihood that the next ation in a givenstate is a fold (f), a all (), or a raise (r), respetively. Probability triples are usedin three plaes in Loki-2: 1) as a stand-alone betting strategy, 2) as the reweightingfator in the opponent modeling module, and 3) as the ation generation mehanismduring the simulations.4.1 Probability triple generation funtionThe PT generation funtion desribes how a player should behave with a partiularpair of ards in a spei� situation. The funtion returns the probability distributionthat, given a spei� two-ard hand and the publi information about the state of24



the game, the ation should be either fold, all, or raise.f = P (ation = fold j pair of ards and game ontext) = P (ation = all j pair of ards and game ontext)r = P (ation = raise j pair of ards and game ontext)The funtion uses the hand evaluation in an expert-de�ned rule-based bettingstrategy to ompute the three values. The hand evaluation omprises the strengthand the potential of the hand; the strength represents the probability of the handpresently being the strongest one and the potential represents the probability of thehand beoming the strongest after future ards have been dealt (see [19℄).The �rst version of the PT generation funtion was a ompletely new bettingstrategy that was simpler than Loki-1's betting strategy. Although this funtionsuÆed to show experimentally the advantages of having a non-deterministi bettingstrategy, it was outperformed by the old one. The main advantage of having a non-deterministi betting strategy is that we allow Loki-2 to randomly hoose its ationbased on a set of probabilities rather than follow the single ation returned by Loki-1'sbetting strategy.The seond attempt to reate the PT funtion was to translate the strong, butrigid, betting strategy of Loki-1 into the PT sheme. A literal translation of the previ-ous betting strategy into the PT funtion produed pure or deterministi probabilitytriples. A pure PT has the value of the most likely ation equal to one and the othertwo ations equal to zero. One the PT funtion mimiked Loki-1's betting strategy,the boundaries between ations were smoothed by applying linear interpolation toreate unpreditability.With Loki-1's betting strategy in PT form, small modi�ations to the PT fun-tion, suh as the one desribed in the previous paragraph, are less time onsumingand the onsequenes of eah hange an be evaluated independently. By ompart-mentalizing the expert knowledge in a single routine, the design was improved bystandard software engineering onepts. The bene�ts of the PT generation funtionare: 25



� it hides the poker spei� details of the evaluation funtion from the rest of thesystem,� it provides a well-de�ned interfae,� it on�nes the impat of hanges in Loki-2's knowledge to a single funtion, and� it failitates the veri�ation of hanges.To generate the PT for a hand, the hand value is omputed �rst. The hand valueis an estimate of the probability of winning. This value is then used by a set of rulesto ompute the probabilities of folding, alling and raising. Consider that S() givesthe publi information about a game, h is a hand, EHS(h; S()) gives the hand value,and PT S;EHS(f; ; r) represents a PT generation funtion. An abstrat view of asimplisti PT generation funtion is:PT S;EHS = 8><>: (0; :25; :75) if EHS(h; S()) > :75;(:20; :80; 0) if :75 � EHS(h; S()) > :50;(:50; :40; 0) otherwiseNote that one an add as many rules as needed to the PT generation funtion. Sineall the knowledge is loated in one single funtion, the addition of extra rules is aminor hange in the program. In Figure 4.1 the algorithm for a simpli�ed four-rulePT generation funtion is shown. The threshold values that de�ne the likelihoodof eah ation (param postopRaise and param minToRaise) and the probabilities ofeah ation for every ase are de�ned by a poker expert and an be modi�ed to varyLoki-2's playing style. Loki-2's PT generation funtion uses nine rules to produe thePTs used to hoose an ation in a game and eight rules to generate the PTs usedin the opponent modeling module as a reweighting fator. When the PT generationfuntion is alled to determine a PT to selet an ation in the game, it onsiders rulesontaining more expert knowledge suh as alling based on pot odds (the ratio ofthe amount of money in the pot to the amount of money it will ost us to all) andbased on showdown odds (the ratio of the amount of money it will ost us to stayin the game to see the showdown to the amount of money we will make if we win inthe showdown). During the reweighting proess a simpler and faster PT generationalgorithm is used. In addition, this PT generation funtion does not generate zeroprobabilities for an ation, beause we do not want to rule out any opponent's hand.26



#define MAXPROBABILITY 0.99#define MINPROBABILITY 0.01generate_probabilityTriple(PT[℄, bets_to_all, two_ard_hand) {PT[fold℄ = PT[all℄ = PT[raise℄ = 0.0;/* The evaluation of the hand inludes the hand strength andthe hand potential */hand_evaluation = evaluate(two_ard_hand,game_state);/* 4 expert-defined rules to alulate a probability triple */if (hand_evaluation > param_postflopRaise[bets_to_all℄) {PT[raise℄ = MAXPROBABILITY;PT[all℄ = MINPROBABILITY;} else if (hand_evaluation > param_minToRaise[bets_to_all℄) {/* Linear interpolation betweenparam_postflopRaise[bets_to_all℄ andparam_minToRaise[bets_to_all℄ */r = (1 / (param_postflopRaise[bets_to_all℄ -param_minToRaise[bets_to_all℄)) *(hand_evaluation - param_minToRaise[bets_to_all℄);PT[raise℄ = r;PT[all℄ = 1 - r;} else if (hand_evaluation > param_postflopCall[bets_to_all℄) {PT[raise℄ = MINPROBABILITY;PT[all℄ = 1 - 2 * MINPROBABILITY;PT[fold℄ = MINPROBABILITY;} else {if (hand_evaluation > param_minToCall) { = (1 / (param_postflopCall[bets_to_all℄ -param_minToCall[bets_to_all℄)) *(hand_evaluation - param_minToCall[bets_to_all℄);} else  = 0;d = alulate_PotOdds();/* Join probability */ = d +  - d;PT[raise℄ = MINPROBABILITY;PT[all℄ =  * MAXPROBABILITY;PT[fold℄ = (1 - ) * MAXPROBABILITY;}return (PT);} Figure 4.1: Pseudoode for a simpli�ed PT generation funtion27



4.2 Using probability triples4.2.1 As a betting strategyLoki-2 an deide what ation to take either using PTs or seletive sampling simu-lations. This setion disusses the use of the PT generation funtion as the bettingstrategy of the program. Seletive sampling simulations are disussed in Chapter 5.Every time Loki-2 has to at in a game, it alls the PT generation funtion andselets its ation based on the PT returned. The hoie is made by generating arandom number in the range 0:0 � 1:0. For example, assume our hand and theurrent information about the state of the game is given to the PT funtion and itreturns the triple [0:1; 0:65; 0:25℄; if the random number is less than 0.1 Loki-2 folds,if it is less than 0.75 Loki-2 alls, otherwise Loki-2 raises. A single random numberis generated at the beginning of eah hand and used every time it is neessary toselet an ation in the game. The random number is kept onstant, beause it de�nesLoki-2's level of aggressiveness in that game. If the random number is high then Loki-2's probability of betting or raising in the game inreases and thus Loki-2's playingstyle is more aggressive. Loki-2's aggressiveness should be onsistent throughout ahand, beause it is not a good idea to bet strongly early in the game only to give uplater. A good player does not normally invest a lot in a hand and then fold easily inthe next round. Using a single random number keeps Loki-2's style �xed in a game.However, varying the random number from game to game makes it more diÆult forthe opponents to reate an aurate model of Loki-2 over a session.The use of the PT generation funtion as Loki-2's betting strategy adds unpre-ditability to Loki's play. Unpreditability is a requirement to play strong poker,beause if the opponents reognize a playing pattern then they are able to makebetter informed deisions. For example, if an opponent realizes that Loki will betjust with a very good hand (EHS � 0:8) then the opponent will fold when faedwith a bet by Loki. The result is that Loki's winnings will be smaller. Using PTsto randomly selet a betting ation allows the program to vary its play over time,even in idential situations, making it diÆult for opponents to predit the behaviorof Loki-2 and to exploit its weaknesses. 28



reweight_weightTable(observed_ation, opponent_wtTable) {remove_from_dek(ommunity_ards);remove_from_dek(our_ards);hand_list = enumerate_all_possible_2ard_hands(dek);for hand = hand_list[first℄ to hand_list[last℄ {PT = probability_triple(hand, game_state);opponent_wtTable[hand℄ =opponent_wtTable[hand℄ * PT[observed_ation℄;}} Figure 4.2: Pseudoode for the reweighting algorithm using PTs4.2.2 As a reweighting fatorThe opponent modeling module maintains an array for eah opponent with weightsfor all the hands that opponent an hold. What does the weight for a spei� handrepresent? For instane assume that the weight for Q|-T} in Loki's weight table fora partiular opponent is 0:60. This weight indiates that if Q|-T} has been dealtto this opponent then Loki believes there is a 60% hane that this opponent wouldhave played in the observed manner so far in the game. In other words, the weightfor a hand is the probability of an opponent's past behavior in a game given a spei�pair of ards. wt = P (observed ations j pair of ards)When an opponent ation is observed, the weight table for that opponent is mod-i�ed to reet the latest ation. In Loki-2 probability triples are used during thepostop rounds (after the three ommunity ards have been dealt) as a reweightingfator to update the weight table of eah opponent. Loki-2 omputes the PT for eahhand the opponent an hold (the ommunity ards and Loki-2's ards are removedfrom the dek) and multiplies the weight of eah hand by the entry in the probabilitytriple that orresponds to the observed opponent's ation (see Figure 4.2).By using PTs to update the weight tables, the opponent modeling module wassimpli�ed. It was also improved sine it makes better use of the information providedby an opponent's ation by di�erentiating between a all and a raise, and by not ig-noring an opponent's hek. For example, assume that the entry in the weight table29



for the hand A|-A} is 0.90, and the opponent alls. In the previous reweightingsystem the weight for A|-A} would still be high, beause the program only distin-guished between fold and play. Now, if the PT for A|-A} in the urrent ontext is[0; 0:20; 0:80℄ then the updated weight for this hand would be 0:90� 0:20 = 0:18 (i.e.A|-A}'s weight times the probability of the observed ation). The relative likelihoodof the opponent holding A|-A} has dereased from 0.90 to 0.18 sine no raise wasmade.However, an opponent might try to deeive Loki by alling with a strong handinstead of raising. The all value of 0:20 in the above example reets the unertaintyin Loki's beliefs about the ations of this partiular opponent. Probability triplevalues allow Loki-2 to deal with the unreliable information during opponent modeling.This feature was not supported in Loki-1.Spei� opponent modelingLoki-2 performs generi opponent modeling (GOM) in the sense that it uses the samePT generation funtion for all the opponents without aounting for eah opponent`splaying style. Obviously, treating all opponents the same is learly wrong. Eahplayer has a di�erent style, ranging from loose (plays most hands beyond the op) totight (usually plays only those hands that have a very high probability of winning).In addition a player may be passive (alling instead of raising even with a stronghand) to aggressive (raising instead of alling). If the style of an opponent is known,a player an adjust betting deisions based on the opponent's style. For example, apereived tight player who bets aggressively, probably has a strong hand. A looseplayer will play many marginal hands or may blu� a lot. This is useful informationand may allow a player to fold a strong hand or all with a weak one when it is orretto do so. In general, a bet made by a loose aggressive player should not be taken asseriously as one made by a tight passive player.Loki-2 an gather information about the opponents to obtain betting frequeniesfor eah opponent and use this data to ustomize the PT funtion to aount forthe playing style of eah opponent. This proess is alled spei� opponent modeling(SOM). The default all and raise thresholds used in the PT generation funtion anbe adjusted by betting frequeny statistis gathered on eah opponent from previous30



hands. Thus, the reweighting fators applied to the entries of eah opponent's weighttable are adjusted to better �t their playing style. For example, assume a tightopponent raises. Sine in the ase of a tight player, the all and raise thresholds willinrease, few PTs generated will have a high raise value. Hene, after reweighting,this opponent's weight table will indiate fewer hands that are likely to be held.Loki-1 already olleted the betting ation frequenies of the opponents eah roundbased on the number of bets to all. These ation frequenies are used by Loki-2 inthe PT generation funtion to obtain the EHS thresholds required to perform theobserved ation. The EHS thresholds are obtained in the same way as was done inLoki-1. For example, assume Loki has observed twenty ations by a spei� opponenton the turn with one bet to all. Assume the observations are six raises, eight allsand six folds. The EHS raise threshold used for this opponent by the PT generationfuntion when an ation is observed on the turn with one bet to all is 1� 620 = 0:7.The EHS all threshold used is 0:7 � 820 = 0:3. Besides the aumulated (histori)ation frequenies olleted by Loki-1, Loki-2 keeps trak of the last twenty ationsof eah opponent observed in the urrent session. EHS thresholds are alulatedfrom both reords (histori ation frequenies and last twenty observed ations) andaveraged to obtain the EHS thresholds used by the PT generation funtion. Keepingtrak of the last twenty ations allows Loki-2 to reat more quikly to hanges in theopponents' playing style.Superior opponent modeling is muh more omplex than the urrent tehniquesused by Loki. Players an at to mislead their opponents into onstruting an erro-neous model. For example, early in a session strong poker players may try to reatethe impression of being very onservative, only to exploit that image later in thatsession when their opponents are using an inorret model about them. Players analso vary their style over a session, and then reeny of the information gatheredabout them has to be onsidered. Therefore, a strong player must ontinually adaptthe model for opponents who may be varying their playing style or trying to deeive.
31



4.3 Experiments4.3.1 DesignOne goal of this researh projet was to onstrut a series of self-play poker tourna-ment experiments to obtain statistially signi�ant results that show eah enhane-ment improved Loki-2's performane under di�erent playing onditions (as is typiallyseen against human ompetition). The experimental design to aomplish these goalsis desribed in this setion.Eah self-play tournament onsists of playing two versions of Loki against eahother: eight opies of a ontrol version and two opies of a modi�ed version. To reduethe \luk" fator of the game and onsequently the variane, the tournaments followthe pattern of dupliate bridge tournaments desribed in [2℄ and [19℄. Eah deal isplayed ten times, eah time hanging the seat order so that 1) every player holdsevery set of hidden ards one, and 2) every player is seated in a di�erent positionrelative to all opponents. A tournament onsists of 2,500 di�erent deals (i.e. 25,000games or trials).The playing style of a player is de�ned by the perentage of hands played (e.g.liberal-loose or onservative-tight) and the frequeny of raising when ative (e.g. ag-gressive or passive). Players are lassi�ed using a two harater notation where the�rst letter represents the perentage of hands played and varies from tight (T) to loose(L), and the seond letter represents the raising frequeny and goes from passive (P)to aggressive (A). These harateristis are not exlusive in a player. For example, aonservative/aggressive (T/A) player will play few hands (fold most of the hands inthe preop), but will bet/raise often when ative.To test an enhanement, one partiular version of the program is �rst playedagainst an idential program with the new feature in a homogeneous �eld (all theplayers have the same playing style). For example, one an play eight onserva-tive/aggressive base Loki-1 players against two onservative/aggressive Loki-2 playersthat are augmented with the PT funtion betting strategy. Seond, the enhanementis tested in ombination with other hanges. Third, the modi�ation is tested againstopponents that have di�erent playing styles.To measure the impat of eah new enhanement on the program's performane,32



we use the average number of small bets won per hand (sb/hand). This is a metrisometimes used by human players. For instane, in a game of $10-$20 Holdem (smallbets are $10 and big bets are $20), a player who has an improvement of +0.20 sb/handwill make an extra $60 per hour (based on 30 hands per hour); anything above +0.05sb/hand is onsidered a large improvement. One must be autious when interpretingthe results of these self-play experiments, sine any feature ould perform worse (orbetter) playing against human opposition [1℄. The main funtion of these experimentsis to weed out bad ideas. Ultimately, the only performane metri that is importantis how Loki plays against humans. Sine it is diÆult (and expensive) to get thisdata, most of our experimentation must be done with self-play �rst.4.3.2 ResultsThis setion ontains the experimental results of using Probability Triples as a stand-alone betting strategy (Setion 4.2.1) and as a reweighting fator in opponent model-ing (Setion 4.2.2). Both the individual e�et of eah enhanement and their ombinedresult are disussed. In the experiments, B stands for the use of the PT generationfuntion as a betting strategy and R stands for the hange of the reweighting systemto use PTs.Figure 4.3 shows the results of playing ten Lokis against themselves in a ho-mogeneous environment (only one type of player) with the B and R enhanementsindividually and ombined (B+R). The players were eight Loki-1 players against twoenhaned Lokis. Loki-1's performane is the baseline for the omparison. The Bfeature represents a 0:041� 0:009 sb/hand improvement, the R feature represents a0:055 � 0:016 sb/hand and B+R represents a 0:085 � 0:020 sb/hand improvement.The B+R results show that the e�et of these enhanements is nearly additive sinethese features are almost independent of eah other. Note that eah enhanement isa win by itself and in ombination with the other one.A seond series of experiments was onduted to see how well the new featuresperformed against a mixture of opponents with di�erent styles. For this set of ex-periments, opponents with di�erent playing styles were used. In eah experimentthere was a pair of players from eah of the four ategories: tight/passive (T/P),tight/aggressive (T/A), loose/passive (L/P) and loose/aggressive (L/A). In eah pair,33
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nents of Loki-2 in a single routine.Although the results obtained are enouraging, there are still opportunities forimprovement. Using showdown and bluÆng information about the opponents toperform more aurate spei� opponent modeling, replaing Loki-1's preop bettingstrategy with a PT-based strategy, using PTs in preop reweighting, and re�ning theknowledge in the urrent probability triple funtion are some of the possible nextsteps.
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Chapter 5Seletive sampling simulation
The general struture of a program for a perfet information game, suh as hess orhekers, ontains an evaluation funtion and a searh algorithm. Loki's knowledge-based betting strategy is, in fat, analogous to a stati evaluation funtion. If deter-ministi perfet information games are used as a model then the obvious extension isto add \searh" to Loki's evaluation funtion.In hekers or hess, the average branhing fator is 3 and 30�40 respetively. Onean onsider all possible moves as deeply as resoures permit. However, in poker theexistene of hidden information, unertainty and multiple players makes the sameapproah infeasible. There are too many possibilities to onsider. In a two-playerTexas Hold'em game there are 363:9� 106 possible states at the beginning of the opand �472 � = 1; 081 possible opponent's hole ards (see Figure 4.2 in [19℄) plus multiplepossibilities for eah betting round. Therefore, omputing the omplete game treefor poker is prohibitively expensive in real-time. If exhaustive searh is out of thequestion, how do we add \searh" to Loki?We an examine (simulate) a representative sample, as large as resoures permit,from all the possible game senarios. The larger the sample and the more informedthe seletion proess, the higher the hanes to dedue meaningful onlusions.A simulation onsists of playing out a hand in many likely senarios, from theurrent state of the game through to the end, to determine how muh money eahdeision will win or lose. Every time Loki-2 faes a deision, it performs a simulation toget an estimate of the expeted value (EV) of eah betting ation and then hooses theation with the greatest expetation. Inside eah simulation, Loki-2 uses probability38



triples (PTs) to generate ations for all the opponents and itself, as well as, opponentmodeling information (weight tables) to bias the seletion of opponent's ards.5.1 How simulation worksWhen it is Loki-2's turn to at, it invokes the simulation routine to get an estimateof the EV of alling and raising. Folding is onsidered to have a zero EV, beausethere is no further pro�t or loss. The simulation routine plays out Loki-2's hand aspei�ed number of times (trials). However, eah trial is atually played out twie {one to onsider the onsequenes of a hek/all and one to onsider a bet/raise.For eah ase the amount of money won or lost is determined and averaged with theorresponding results of all the trials. At the end of the simulation the averages ofthe two sets of trials are taken as the EVs of the orresponding ations.Simulation is analogous to a seletive expansion of some branhes of a gametree. Sine not all the branhes of the game tree an be expanded due to timeonstraints, the information obtained from a simulation needs to be maximized. The\perfet" simulation would examine only the real game state (omplete informationabout the opponent hands, played out over all possible ombinations of future om-munity ards). However, the \perfet" simulation is impossible without knowing theopponents' ards, and an aurate estimate may be found without looking at all pos-sible outomes of future ards. One an try to approximate the EV values obtainedby the \perfet" simulation by expanding and evaluating the nodes whih are mostlikely to our. In poker not all opponent's hands are equally likely. For example, aplayer who has been raising the stakes is more likely to have a strong hand than aplayer who has just alled every bet. To onsider the opponents' hands in proportionto their underlying probability distribution, Loki-2 uses the information gathered bythe opponent modeling module. At the beginning of every trial, Loki-2 randomlygenerates a hand for eah opponent based on the weight table of that opponent. Arandom method is used to generate the opponents' hands, beause of the simpliityof its implementation.Loki-2's �rst betting ation is predetermined to be either all or raise. Every timeit is a player's turn to at inside the simulation, an ation is hosen from one of three39



alternatives (fold, hek/all, bet/raise). Sine the hoie is strongly orrelated to thequality of the ards that the player holds, Loki-2 an use the PT generation routineto obtain the likelihood that the player will fold, hek/all, or bet/raise. Thus, whena player (an opponent, or Loki-2 after its �rst ation) has to at in the simulation,the PT generation funtion is alled with the player's hand and the urrent stateof the simulated game. The player's ation is then randomly seleted based on theprobability distribution de�ned by the triple returned, and the simulation proeeds.As more trials are performed, if the EV of one betting ation exeeds the alterna-tives by a statistially signi�ant margin, one an say that this ation is an obviousmove and the simulation an be stopped early, with full knowledge of the statistialvalidity of this deision. We urrently de�ne an obvious move as any ation where theseparation between the EV of the best ation and the EV of the seond best ationis greater than the sum of the standard deviations of the EVs. This riterion forde�ning an obvious move is extremely onservative, sine the separation between the\best" deision and the next one is usually not more than two small bets, and theaverage standard deviation of the EVs is six small bets for alling and eight small betsfor raising. This situation results in delaring fewer than 5% of ations as obviousmoves. Given the real-time nature of the game, more liberal riteria for distinguish-ing obvious moves need to be tested to produe more frequent uto�s while retainingsame statistial validity.The interations between the opponent modeling module (Opponent Modeler),the PT generation routine (PT Generator) and the simulation module (Simulator)are shown in Figure 5.1. In the diagram squares are system omponents and roundedretangles are data strutures. The data follows the arrows between omponents.The square orresponding to the Simulator also illustrates the major steps inside thesimulation proess. The dashed square around the Opponent Modeler and the PTGenerator indiates that their interation ours before the simulation starts.1. For every trial, the Simulator generates the opponents' hands based on theirweight tables whih have been updated by the Opponent Modeler.2. Eah trial is played twie { one with all as the �rst ation and one with raiseas the �rst ation. As the hand is played the PT Generator is alled to obtain40
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While N < MAXTRIALS and Obvious_Move = NO {

SIMULATOR

Generate_Opponent_Hands();

Value[CALL] +=PlayHand(CALL);

Value[RAISE] +=PlayHand(RAISE);

Obvious_Move = Is_Obvious_Move( 

EV[CALL] = Value[CALL] / N;
EV[RAISE] = Value[RAISE] / N;

                Value[CALL],Value[RAISE]);

OPPONENT MODELER

Figure 5.1: Simulation proessthe likelihood of the ations of the players (inluding Loki-2). This means thatall players in the simulation use the PT Generator as their betting strategy.3. The Simulator stops when an obvious move is found or the maximum numberof trials is performed.4. At the end of the simulation the expeted value (the average over all the trials)for eah ation is alulated.When the simulation returns the EV values for hek/all, bet/raise and zero forfold, the urrent version of Loki-2 simply hooses the ation with the greatest expe-tation. If two ations have the same EV, the program opts for the most aggressive one(all over fold; raise over all). However, against human opposition, a better strategywill be to randomize the seletion of betting ations whose EVs are lose in value toinrease unpreditability.5.1.1 Dealing ards outThe opponents hands are generated aording to the seating order of the players (thesmall blind gets ards �rst and the dealer gets ards last). The riterion for assigning41



the hole ards to an opponent depends on whether the opponent is still ative in thegame or not. Hole ards are dealt to the folded players beause we want to hoosethe ards to ome (turn and river ards) not only from the orret number of ards,but also from ards with the orret distribution of weak/strong ards.To deal the hole ards to an opponent, the Simulator uses seletive sampling. Itrandomly extrats two ards from the dek and generates a random number in therange 0:0 � 1:0. In the ase of an opponent already folded, the ards extrated arekept as the opponent's hole ards if the preop hand value (inome rate of the hand)is less than the random number; otherwise, the ards are returned to the dek andthe generation proess is repeated. Thus, preferene is given to weak hands (handsthat are likely to fold on the preop). For an opponent who is still ative in the game,the ards extrated are kept if the weight for the two ards in the weight table ofthe opponent is greater than or equal to the random number; otherwise, the ardsare re-inserted into the dek, and the Simulator extrats two ards and generatesanother random number. Sine the weight of a pair of ards indiates the likelihoodof the opponent holding these ards, preferene is given to the most likely holdings.However, all the two-ard ombinations have some opportunities to be seleted.In analyzing the results of self-play experiments with seletive sampling simula-tion, we notied that simulations ontain high variane and a lot of noise. We needto keep the sampling in the simulation as representative and fair as possible to getthe best possible (reliable) results. Thus, di�erent methods to redue variane haveto be tested. For example, in the urrent version, a random seletion of the turn andriver ards is made for every trial in a simulation. To redue statistial anomalies andvariane, one an obtain a perfet representation of the one-ard potential by dealingall 47 possible turn ards exatly one. Then a ertain number of river ards an behosen, without replaement, for eah of these turn ards.5.2 ExperimentsThe experimental design used to test Loki-2's simulation-based performane is thesame as desribed in Setion 4.3.1. In a tournament, there are eight Loki-1 playersplaying against two Loki-2 players. A tournament onsists of 2,500 di�erent deals42



played ten times eah (i.e. 25,000 games). The number of trials per simulation washosen to meet real-time onstraints and statistial signi�ane. In the experiments,500 trials per simulation were performed, sine the results obtained after 500 trialswere quite stable. For example, 4.6% of the betting ations seleted with 100 trialshanged after more trials were performed, whereas only 0.5% of the deisions werehanged after 500 trials.Seletive sampling simulation was tested alone and in ombination with the PTenhanements. Figure 5.2 shows the inrement in Loki-2's performane in a homoge-neous environment obtained by using the following modi�ations in Loki-1:� S = Seletive sampling simulation,� S+R = Seletive sampling simulation with PT-based reweighting,� S+B = Seletive sampling simulation with PT-based betting strategy as theation generation mehanism inside the simulation, and� S+B+R = Seletive sampling simulation with PT-based reweighting and PT-based betting strategy.In the graph, Loki-1's performane is the baseline for omparison. Seletivesampling simulation (S) represents an improvement of 0:098 � 0:038 small bets perhand (sb/hand). By adding both PT enhanements (S+B+R), an improvement of0:11� 0:035 is obtained. As an be seen in the graph, the e�ets of S, B and R arenot additive. These enhanements may exploit the same aspet of the opponents'play and their e�ets overlap. Another reason may be the hyper-aggressive playingstyle of the simulation-based players. They are very suessful against Loki-1 players,and an lead to over-optimisti onlusions about the performane improvement rep-resented by S. Sine the B enhanement allows us to simulate less tight opponents,S+B may result in a less aggressive playing style, lowering S+B winnings againstLoki-1 opponents.Also, one has to onsider that the larger the winning margin, the smaller theopportunity there is for demonstrating further improvement against the same opposi-tion. There is a limit to how muh money one an make from an opponent in a game.43
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Figure 5.3: Seletive sampling simulation - mixed environment
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was 0.08 sb/hand). Figure 5.4 shows Loki-2's behaviour on the �rst level of IRC.5.3 Comments about seletivesampling simulation5.3.1 AdvantagesThe simulation-based approah used in Loki-2 has experimentally proved to be betterthan Loki-1's stati approah. This should not be at all surprising, sine the simu-lation approah essentially uses a seletive searh to augment and re�ne the statievaluation funtion. Exluding a serious misoneption (or bad luk on a limited sam-ple size), playing out relevant senarios an only be expeted to improve the valuesobtained by a heuristi (i.e. by the stati evaluation funtion), resulting in a moreaurate estimate.Seletive sampling simulations disover information that improves the values ob-tained by the stati evaluation funtion. In both Loki-1's betting strategy and thePT generation funtion, ations are taken based on the hand evaluation. During asimulation, the auray of the hand evaluation is inreased. The number of trialswhere our hand is stronger than the one assigned to the opponents re�nes the esti-mate of hand strength. The fration of trials where our hand beomes the best one,or is overtaken, with the next ards dealt re�nes the alulation of hand potential.In addition, a simulation yields information about subtler impliations diÆult toaddress in a stati betting strategy.By performing simulations Loki-2 is able to �nd game strategies whih are notspei�ed in the knowledge ontained in its evaluation funtion. For example, if aplayer has a strong hand then the player an pretend weakness by heking in the�rst turn to at in a betting round. The opponents will likely bet to their hands(thinking that the player's hand is not good), and then a raise will ollet moremoney than betting as the �rst ation. This strategy is known as hek-raising. Loki-2 hek-raises its opponents without having the expliit knowledge to do it. Seletivesampling simulations unover the bene�ts of omplex strategies suh as hek-raisingwithout providing additional expert knowledge to the program.The use of available information about the game to bias the sampling of the46



game tree is the key di�erene between seletive sampling simulations and MonteCarlo simulations. Seletive sampling is ontext sensitive. In Loki-2 the opponents'weight tables are used to inuene the seletion of hole ards for eah opponent. Thesample is taken in aordane with the underlying probability distribution of the op-ponents' hands rather than assuming uniform or other �xed probability distributions.Although Monte Carlo tehniques may eventually onverge to the right answer, sele-tive sampling onverges faster and with less variane. This is essential in a real-timegame like poker.Finally, another bene�t of the simulation-based framework is that the simulationan be terminated early based on the statistially well-de�ned onept of an obviousmove instead of using an ad ho tehnique as is frequently done in alpha-beta-basedprograms.5.3.2 Simulation trade-o�sAs enouraging as the simulation results have been, there is still room for improve-ment. Simulation an reveal information that results in better betting deisions andre�ne the estimate of the evaluation funtion. Yet, a simulation ontains high varianeand it is unlear how the other omponents of the program impat on its performane.As was disussed in the previous setion, simulation an reover from lak ofknowledge in the evaluation funtion, produe omplex game strategies and re�ne theestimated EV of the ations. This feature raises the question: how muh knowledgedoes simulation require? Every time a new ard is dealt in a trial, the hand strengthand hand potential for ative hands in the trial are alulated. For eah bettingation to be played, a PT generation funtion is alled to generate an ation forthe opponents and Loki-2. Thus, during the simulation every trial is an auraterepresentation of a real game. However, eah trial is a time-onsuming proess. Infat, one an exhange the auray of eah trial for the number of trials performedin real-time. This tradeo� was explored by replaing the PT generation funtionbetting strategy with an \always all" betting strategy inside the simulation. An\always all" betting strategy is probably the simplest betting strategy that an beprovided to the simulation; it always returns all as all of the players' ations andall of Loki's subsequent ations. Therefore, in an \always all" simulation, there is47



no further betting after Loki's �rst deision, whih is predetermined to be either allor raise, and every trial only onsists of dealing all the ards and determining thehand that takes the pot. \Always-all" simulation-based Loki-2 wins against Loki-1by a healthy margin (0.057 sb/hand) and runs 2.5 times faster than Loki-2 using thePT generation funtion. However it does not win as muh as the full simulation-based Loki-2 does. Even though simple simulation is better than no simulation atall, knowledgeable simulation seems to provide better results.5.3.3 Comparison with alpha-betaThe alpha-beta algorithm [20℄ has proven to be an e�etive tool for the design of two-player, zero-sum, deterministi games with perfet information. Its origins go bakto the beginning of the 1960's. Sine that time the basi struture has not hangedmuh, although there have been numerous algorithmi enhanements to improve thesearh eÆieny. The seletive-sampling simulation tehnique is beoming an e�e-tive tool for the design of zero-sum games with imperfet information or onditionsof unertainty (see Chapter 6). Table 5.1 shows a omparison between the usualharateristis of both approahes.Criterion Alpha-beta Seletive samplingsimulationSearh Full breadth, Full depth,but limited depth but limited breadthIteration Searh depth Number of samples taken(iterative deepening)Heuristi Evaluation At the leaf nodes At the interior nodesInterior node alternatives All, exept for those A subset, to redueonsidered logially eliminated the ost of a sampleStatistial support to No Yesbest move hoie?Table 5.1: Comparison between searh frameworksIn poker the heuristi evaluation at the interior nodes of the simulation is doneto determine the appropriate opponents' ations and Loki-2's ations. The leaf nodeevaluations are the amount of money won or lost, sine the simulation done for eahsample goes to the end of the game. In deterministi games, the heuristi evaluation is48



done to estimate the expeted utility of the game from a given position (i.e. the valueof the subtree beyond the maximum searh depth of the program). A simple leaf nodeevaluation for some perfet information games an be the material balane. Figure 5.5illustrates where the evaluation ours in the searh and simulation approahes andthe game spae explored by them.
 x x

(b) Selective sampling framework

x x  x xx

(a) Alpha-Beta framework

xx xxx xxx x

Figure 5.5: Searh spae exploredThe alpha-beta algorithm gathers on�dene in its move hoie by searhingdeeper along eah line. The deeper the searh, the greater the on�dene in themove hoie, although diminishing returns quikly takes over. The alpha-beta al-gorithm is designed to identify a \best" move, and not di�erentiate between othermoves. Hene, the seletion of the best move may be brittle, in that the miseval-uation of a single node an propagate to the root of the searh and alter the bestmove hoie. Similarly, seletive sampling simulation inreases its on�dene in theanswer as more nodes are evaluated. However, diminishing returns takes over after astatistially signi�ant number of trials have been performed.Seletive sampling simulation an be ompared to seletive searh or forward prun-ing tehniques in alpha-beta algorithms. These tehniques disard some branhes toredue the size of tree; however, their major drawbak is the possibility that thelookahead proess will ignore a key move at a shallow level in the game tree [18℄. Tobe reliable, forward pruning methods need to reason about the tree traversal to de-due whih \future branhes" an be exluded. On the other side, seletive samplingsimulation uses available information about the game and the opponents to explorethe most likely \urrent branhes" of the game tree.49



5.4 SummaryAording to the results of self-play experiments, a seletive sampling simulation-based betting strategy for Loki-2 signi�antly outperforms the stati-evaluation basedalternatives. Similar to what has been seen with brute-fore searh in games like hess,the e�et of the simulation (searh) ampli�es the quality of the evaluation funtion,allowing high performane to be ahieved without adding additional expert knowl-edge. Seletive sampling uses the data available about the game and the opponentsto inrease the quality of the information obtained with eah simulation run. Yet,the work on seletive-sampling simulation in poker is still in its early stages. Theknowledge omponent and seletion methods have to be tuned with the algorithmiomponent of the simulation, and the right balane between the di�erent simulationtradeo�s (ost per trial versus number of trials, random versus systemati approah)has to be found.
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Chapter 6Other examples of seletivesampling simulation
The use of stohasti simulation to solve problems where exhaustive methods taketoo long is not new to the Arti�ial Intelligene ommunity. Spei�ally, stohastimethods have been developed for performing inferene in belief networks and fordeision-making in imperfet information or non-deterministi games.There are two important advantages of stohasti simulation algorithms. Theyhave an \anytime" property in the sense that they an be stopped at any time andwill give the best answer available. Given more time, their estimates will improve.This \anytime" property is espeially appropriate for real-time domains like poker.Also, simulation algorithms are trivial to perform in parallel.In this hapter, simulation algorithms used in belief networks and games will bereviewed. The algorithms disussed perform seletive sampling on the searh spae byusing available information about the state of the world to bias the sample seletion.The aim of seletive sampling methods is to onverge faster than approahes usinguniform sampling.6.1 Belief networksBayesian belief networks (BBNs) are a graphial representation for reasoning underunertainty [20℄. A BBN is a direted ayli graph with a onditional probabilitydistribution for eah node. BBNs ontain nodes representing domain variables, andars between nodes representing probabilisti dependenies. The basi task for a BBN51



is to ompute the posterior probability distribution for a set of query variables, givenexat values for some evidene variables.Sine exat (\brute-fore") algorithms for performing inferene on BBNs takeexponential time (in the number of nodes) in the worst ase, they annot handle largeor highly onneted networks. Stohasti simulation algorithms have been developedto give approximate results for a wider variety of belief network topologies. Simulationalgorithms di�er from the brute-fore approah in that they selet only a sample of thenode states, whereas a brute-fore strategy selets every state. One of the simulationalgorithms for BBNs, likelihood weighting [22℄ [11℄, is similar to the idea of seletivesampling simulation in poker.Likelihood weighting selets the node states based on their prior probability ofourrene. By hoosing more likely states more often, this algorithm typially is ableto onverge muh more quikly than equiprobable sampling whih randomly hoosesa state for eah node in the network [8℄. Likelihood weighting hooses a state fora node by generating a random number between 0 and 1 and using this number toselet a state aording to the onditional probability table of the node. For eahsimulation trial, the probability of the evidene given the sampled state values isused to inrement the ount of eah event of interest. The estimated probabilitydistribution is obtained by normalizing after all the simulation trials are ompleted.By using seletive sampling simulation in poker, we estimate the expeted valuesof betting ations instead of estimating the posterior probability distribution for a setof variables. Both simulation methods have the following harateristis:1. They selet the states to sample (node states or opponents' hands) on the basisof their probability of ourrene by using either onditional probability tablesor (in our ase) weight tables.2. Both methods an use heuristis or information available about the world tomodify the tables for hoosing states and bias the state seletion to the mostlikely ones.
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6.2 GamesIn this setion, three game-playing programs that use simulations are desribed.These programs do not use Monte Carlo sampling to generate instanes of the miss-ing information. They use variations of seletive sampling; sampling biased towardstaking advantage of all the available information. They use information about thegame state to skew the underlying probability distribution of the opponents' moves,ards or tiles, rather than assuming uniform or other �xed probability distributions.The general simulation algorithm used by these games to selet a move from a set Mof andidate moves is:1. Construt a set I of instanes of the missing information onsistent with thepubli information about the state of the game and the program's assumptions(information) about the opponents.2. For eah move m 2 M and eah instane i 2 I, evaluate the result of makingthe move m in the instane i. Denote the sore obtained by making this moves(m; i).3. Return that m for whih Pi s(m; i) is maximal.6.2.1 BakgammonIn bakgammon the unknown outome of the die rolls makes the brute-fore approahinfeasible by raising the branhing fator to several hundreds moves (21 possible dieombinations, eah of them having 20 legal moves). The bakgammon program TD-Gammon [26℄ [27℄ uses temporal di�erene (TD) learning to learn by itself how toplay bakgammon at a world-hampionship level. The TD-Gammon neural networkis trained by self-play simulations. During training, TD-Gammon onsiders eah ofthe 21 ways it an play its die role and the orresponding positions that will result.Then, the move that leads to the position with the highest estimated value is hosen.This learning method is used even at the start of the training when the network'sstrategy is random. After playing about 300,000 games against itself, TD-Gammon0.0 with essentially zero bakgammon knowledge learned to play approximately as wellas the best previous bakgammon omputer program. Self-play training re�ned with53



some initial bakgammon knowledge produed a program that played at a world-lasslevel.Reent versions of the program were augmented with a seletive two-ply or three-ply searh proedure. A ply is an individual playing ation (only one of the playersmakes a move). To selet moves, these programs look ahead to onsider the opponent'spossible die rolls and moves. Assuming that the opponent always takes the move thatappeared immediately best for the opponent, the expeted value of eah andidatemove is omputed and the best move is seleted. The seond ply of searh is ondutedonly for andidate moves that were ranked high after the �rst ply. This seletive searhproedure a�ets only the move seletion; the learning proess proeeds exatly asbefore.Also, simulations are used in bakgammon to perform \rollouts" of ertain posi-tions. The rollouts are now generally regarded as the best available estimates for theequity of a given position. A simulation onsists of generating a series of die rolls,playing through to the end of the game, and then reording the outome.6.2.2 BridgeIn bridge the hidden information onsists of the ards that the opponents hold. Theurrent best bridge program GIB [14℄ performs simulations in two stages of the game:during the aution to make a bid and during the atual game to deide whih ardto play.To selet a bid, GIB deals ards to the opponents in a way that is onsistent withthe bidding observed so far. GIB uses a database to projet how the aution willontinue if a ertain bid is made, and then omputes the result of playing out thehand. The hands are played in a double dummy variation of bridge (assuming perfetinformation { knowledge of all four hands). At the end of the simulation the bid withthe maximal expeted value is returned.During a game, a simulation onsists of dealing ards to the opponents in a mannerthat is onsistent with the bidding and the ards played so far. The sore of a moveis determined by playing out the hand in a double dummy mode [12℄. Repeated dealsare played until either enough on�dene is gained to deide whih ard to play, or amaximum number of hands is simulated, or a real-time onstraint is met.54



Opponents' ards are onstrained by the information given by eah player aboutthe hand during the bidding. GIB also uses a probability distribution of the possibleards held by an opponent to bias the ard dealings towards the most likely ones.This probability distribution is adjusted by identifying mistakes the opponents mightmake during the game. For example, assume that GIB's analysis says that 75% ofthe time that a player holds a spei� ard and does not play it in a partiular gamesituation that an error has ourred. The probability of this opponent holding thatard is modi�ed aordingly after GIB observes that the ard was not played.Simulations have allowed GIB to play hands at a world-lass level; however, lim-itations in the simulation-based approah and the high variane have prompted theauthor of GIB, Matt Ginsberg, to look at other solutions (inluding building theentire searh tree) [13℄.6.2.3 SrabbleA simulation-based approah has been used for a long time in Srabble programs.Brian Sheppard, whose Srabble program Maven defeated Grandmaster Adam Logan(a top-ranked player in the world) in the AAAI-98 Hall of Champions, oined the term\simulator" for this type of game-playing program struture.During the non-endgame stage of a Srabble game, Maven [24℄ hooses its movesusing simulation to try to determine whih move for the omputer leads to the max-imum number of points. To selet a move Maven generates a set of andidate moves,simulates these moves a spei� number of trials and hooses the move whose ex-peted value is highest. A simulation trial onsists of a two to four ply searh of thegame tree, exept in the pre-endgame where a trial simulates to the end of the game.Sine in Srabble, the opponent's tiles are unknown, they need to be generated forevery trial in the simulation and used to play out all the andidates moves. The tilegeneration is onstrained by the tiles in the omputer's hand and those that haveappeared on the board. Maven does not randomly assign seven of the remaining un-known tiles to the opponent. Instead, it tries to math the distribution atually seenin games. To ahieve this, it biases its hoie to give the opponent a \nie" hand,sine strong players like to have a balaned hand with lots of potential.Opponent modeling is not performed in Maven, sine it does not seem to be a rit-55



ial omponent in playing strong Srabble. However, inferenes about the opponent'stiles an be done based on previous opponent's moves.
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Chapter 7Conlusions and future work
Using probability triples as Loki-2's betting strategy and as the reweighting fatorin its opponent modeling module represents a signi�ant improvement in Loki-2'splay against previous versions of Loki in self-play experiments and against humanopponents on IRC. Seletive sampling simulations show impressive results in self-play experiments. Against human opponents on IRC, the best results were obtainedwhen all three enhanements were used. In self-play experiments, the playing styleof the omputer players ertainly mathes the opponents' ations generated insidethe simulations. Thus, the simulation-based betting strategy suessfully exploits allthe weaknesses in the omputer opponents' play. In the more realisti environmenton IRC, the less preditable approah of the simulation-based Loki-2 paid dividendsby making it more diÆult for regular opponents to form a orret model of Loki-2'splay.Developing Loki is an iterative proess. The work onentrates on improving anaspet of the program until it beomes apparent that another aspet is the main per-formane bottlenek. That problem is then addressed until it is no longer the limitingfator, and new weaknesses in the program's play are revealed. Loki-1's deterministibetting strategy was its limiting fator. This bottlenek was overome in two ways.Probability triples provide as a probabilisti representation of betting deisions toinrease unpreditability. Simulations add dynami funtionality to stati bettingstrategies. The PT-generation funtion also supports better use of the informationavailable to the Opponent Modeler, and is more tolerant of the unertainty in theopponents' ations. However, the opponent modeling still needs to be re�ned. In57



fat, it seems that further performane gains will depend on perfeting the oppo-nent modeling module together with improvements to the simulation-based bettingstrategy.This thesis presents the �rst steps in using a simulation-based betting strategyand improving the reweighting proess in the Opponent Modeler. These are the initialsteps and there are still many to take. Some avenues to explore in Loki-2's futuredevelopment are:1. The opponent modeling information an be used to improve the simulations.Currently, the opponent modeling data is used to selet the most likely oppo-nents' hands; however, it an also be used to simulate the most likely opponents'ations.2. Simulations an also improve the opponent modeling. For example, after doinga simulation, the expeted reation for eah opponent an be reorded. If theirations frequently di�er from what is predited, then Loki-2 an adjust itsopponent model.3. Loki-2 an easily ollet lots of data about the opponent while playing. Theproblem is �ltering and utilizing this data. If these problems are not solved,Loki-2's opponent modeling will be too slow to reat or its betting strategy willbase its deisions on irrelevant information.4. Other metris that may be better preditors of an opponent's style and futurebehavior have to be onsidered. For example, measuring the amount of moneythat a player invests per game may be a good preditor of loose/tight play.5. Using showdown information to re-play a hand and obtain lues about howan opponent pereived eah deision during the hand may help to adaptivelymeasure important harateristis like aggressiveness, bluÆng frequeny, pre-ditability, aÆnity for draws and so forth.6. The employment of learning algorithms in Loki-2's simulation-based strategyand in its Opponent Modeler may help to make inferenes based on limiteddata. 58



7. Loki-2's preop behavior an be improved by using a preop PT-based bettingstrategy.As experimental results point out, Loki-2 wins more money (plays better) thanlast-year's Loki. However, does the program play world-lass level poker? It is notthere yet, but many improvements are being made to its performane and there arestill lots of ideas to try.
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Appendix ATable of AbbreviationsAAAI Amerian Assoiation for Arti�ial IntelligeneAI Arti�ial IntelligeneBBN Bayesian Belief NetworkBPP Bayesian Poker ProgramEHS E�etive Hand StrengthEV Expeted ValueGOM Generi Opponent ModelingHS Hand StrengthIRC Internet Relay ChatNPOT Negative Potential of a HandPPOT Positive Potential of a HandPT Probability Triplerwt Reweight Fatorsb/hand Small bets won per handSOM Spei� Opponent ModelingTD Temporal Di�erene
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